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The followlng draft describes the new improved routing algorithm
you've been walting for.
produces nice results; we belleve that the algorithm should

be implemented on a test network with the anticipation of some

real world problems. This paper is a first draft - questions

and comments are invited.
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I. GENERAL DESCRIPTION

The »~w routing algorithm esc:ntially uses a base of
information to make two decisions: where to send traffic (routing),

and how much to allow (mectering).

In making these decisions the algorithm tries to: maximize

network throughput; optimize routing for any given set of conditicns:

maintain failrness among users; smooth out sudden increases co»r

decreases in traffic; prevent network lockup.

With respect to the above, the central aspect of the algorithn
is the ability to schedule, and therefore control traffic, to
the various destinations along the various lines. Control
includes rejection of traffic as well as choice of route, smoothing,
amount of traffic allowed, and blas shown towards or against
particular traffic. Scheduling in turn requires information
about the retwork. For this purpose, the algorithm defines 2
valuve called excess capacity, or the amount of line bandwidth
available for scheduling traffic to a particular destination.
Scheduled traffic and excess capacity are inter-dependent and

in some sense complementary values with the former representing

line use and the latter line non-use. Each, however, responds
to an additional set of constraints: the complement i1s rarely
exact.

Excecec capacity is calculated such that the value indicates

how much can be scheduled, while the gradient of values among

adjacent ncles indicates direction towards (or from) the destination.

Excess capacity values are a function of both network traffic

and network geometry and will respond to both dynamically.

In aaaition to limits on line capacity, the routing algorithm
must consider limits on buffer space at the nodes., Each line
at a node thus has a queue of available spaces for packets
correspohding to its sharc of buffers. Traffic may be rejected

on account of full queues as well as full lines.



The routing algorithm pcervforms the continuous function
of dispatehing (or rejecting) packets bascd on the information
contained in tables of excess capacities and scheduled treffic,
and in the qucues. Periodically, the tables are updated by
parameters passed between the nodes and revised as a function
of the actual traffic encountered. In the simulation, the
routing code checks the entire network for traffic thirty-two
times (each small tick) between each update of the tables (each
large ticli, or "half-second time cut"). Timing of these twu
functions is generally a trade-off between currency of information
used for routing and the overhead involved in passing such inform-
ation through the network. In addition, the balance between the
functions probably affects the tendency of the network to oscillate

as a result of changing state either too often or by too much.

In sum, therefore, the new scheme regulates traffic in both
quantity and direction as a function of excess capacity, or the
ability ol the network lines to carvy traffic, and queue length,
or the ability of the nodes to store traffic. Significant aspects

ffic an

1

s

12
of this a2lgorithm include the ability to reject tr

o

@]
j$H)

4
v

(o
O

— o

route Traffic for the same destination on several lines sinultan-~

eously.

IT. ROUTING ALGORITHM

Information DBase

Normal bookkeeping operations rcguire information such as
network geometry, source and destination of traffic. This
information does not relate directiy to routing decisions and
will not be discussed here. The major tables of interest are:
queues, best route excess capaclity, actual and scheduled traffic.
In addition, some small tables are saved relating to fairness
and other such constraints on the system; these will be discussed

later.

Each modem is associated with a queue indicating the packets

waiting to be sent from that modem to its neighbor. Available



buffer space limits the qucue length, with equal sharing among
modems indicating a length of four. (The algorithm must have
some way of determining whether an entry is on a qucue the first
time.)

The excess capacity table 1s used by routing decislions but
changed only by information update. Every node has such a
table containing values for every destination; each node sends
its excess values to its neighbors as routing messages. The
table, cailed E maximum, contains the excess capacity and identity
of the neighbor best able to take traffic for each destination.
The best route is chosen by information updating each cycle and
is considered the route with the greatest excess capacity. In
an empty net, the best route is also the shortest; in a net with
tralffic, the best route may have shifted from the shortest if

that route 1is already heavily used.

Scheduled traffic values are saved at each node for every
destination along every line. It 1s possible, for example, to
I
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output lines, or alternatively, traffic for every destination
scheduled on any one line. Exactly parallel to this tsble of
allowable traffic is a table of actual traffic. They interact

in the following manner: at the end of information update, the
actual traffic table is set to all zeroes; routing proceeds, and
actual traffic is built up towards scheduled as traffic reguires;
information update reduces scheduled traffic values 1f actual
traffic ic less. Scheduled traffic thus remains if used, and
gradually diminishes 1f not used. Routing may increase scheduled
traffic for any destination only on a single line at once, in
particular, the best route to that destination. To maintain
traffic on several lines, therefore, the best line must have
shifted and traffic must be sufficient to use the scheduled amounts.
Both of these conditions, it may be noted, occur ia a heavily

used network.



Routinag Decisions

Facea with a packet to send atong, the routing algoritihm
chooses one of three general optlons. First, the packet may

be sent to a nelghbor on a line with available scheduled traffic.

Second, 1f scheduled traffic is non-cxistent or has been already |
used on all lines, the algorithm attempts to increase the

scheduled traffic on the best line (best route) to the destination.
Third, if traffic cannot be increased for any reason, the

packet is cither rejected or sent anyway on the best line if

traffic is light. In each of these cases, a full queue (lack

of buffer space) causes fallure. The above conditions apply to

a packet at its source as well as in the network.

As a first option, routing attempts to find already scheduled,
or allowable, traffic. Lines are checked for scheduled traffic
in the order of best line first, then all lines in some arbitrary

order. A line with scheduled traffic will be ignored if the

output queuc for the line is full. In addition, routing builds
Aol FrmafPIas i FAa Fha crhh AR T AR TS vt e meme T e A ana A S
actunl traffic un £o the ccheduled 1imit cmococthly over Linc.

Because the actual traffic value is periodically set to zerc by
informaticn update, this last check is necessary to avoild bunching
at the beginning of each cycle. A line is thus ignored if the
actual traffic sent to a destination has reached the proportion
of the scheduled 1limit indicated by the time elapsed this cycle.
In the simulation, for example, a line must have:

Ad < %? Sd
where t equals the number of small ticks elapsed and 32 is the
total number of small ticks this cycle. The first line that can
pass the above testo receives the packet on its queue. The
actual traitic for the given destination on that line is increascd,
and routing 1s free for the next packet. If no line can pass,

routing tries its next option.

When scheduled traffic is insufficient to handle a request,
routing exercises 1ts second option and attempts to schedule

more. Scheduled traffic increases subject to a number of constraini:
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which control the rate of increase, competit:ion among users

and direction of incrcasc (which line). Most generally, a

node may add no more than two packets to scheduled traffic in
any cycle, or big tick. This potential increase must be shared

among, all destinations over all lines. The amount of increcase

base. To insure a measure of fairness, the line-destination

o
I3

combination that takes the first available packet increase mist
wait at least half-way through the cycle (big tick) before trying
for the second and then must have twice the normal excess. 1In
other words, number one must ftry harder. The probability of one
line-destination pair using both packets therefore declines as
other traffic increases. For any given destination, an increase
in scheduled traffic may occur only on the beét line to that
destination. The E maximum table at every node indicates the

best route to each destinatlion and also the excess capacity of

Py
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remains small to prevent sudden changes in the routing information

the neignovor on that best line. As a further conditicn, the
excess capaclty of the best line neighbor must be at least one

e e . = N Siven al PR PO T
packet {or two, as above). Civen all of the above conditions,
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worth of scheduled traffic, transfers the packet to the best line

|
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and that the best line queue has space, routing adds one packet
gueue, and increments the actual traffic value by one packet.
\
|

Routing is then free for ths next request. Given all of the
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above conditions, but the tesst line queue is full, rouvting recjec
the packet by not acknowleaging 1t within tne network, or by hOLSih: |
it at a source. If any of the conditions above do not exist,
scheduled traffic for the given destination may not increase. If
in addition the queue is full, the packet is rejected. If
however the queue is not full, the packet may possibly be sent

anyway as unscheduled traffic.

Option three allows unscheduled traffic to be sent on the
best line under certain conditions. Option three occurs when
scheduled traffic is insufficient to handle a packet and cannot
be increased, but the best route to the destination has room on
its queue. Because scheduled Lraffic is constrained to increase

and decrcasc slowly, insufficient scheduled traffic does not
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necessarily imply a full nct. Likewlse, inability to schedule more
traffic may result from falrness or smoothing constraints as well
as real coungestion. Room on the next queue indicates at least
some space in the network. Two cases should be considered: packe<:
already in the net, and packets at a source trying to enter the
net. In the first case, routing avtomatically sends the packet

on the best line to its destination if that queue has room. This
provides an escape mechanism from system constraints and kceps
traffic moving on the best route to each destination if at all
possible. Unscheduled traffic docs not increase actual traffic
values and has no direct affect on the information base. In the
second case of packets entering the net, routing becomes more
selective in allowing unscheduled traffic. In addition to room
on the best line quecue, traffic over the net must be light. This
condition essentially allows a fast buildup of scheduled traffic
from an empty net. Every node keeps a value which is decremented
by each unscheduled packet from a source and incremented once

each cycle when the excess capacity at the node (E table)

for every destination is at 1east half of a full line capaciltly
(29kB). 1n the simulation, the value is not allowed to be greater
than ten (i.e., ten packets). Since cach node has only one such
value, the total number of unscheduled packets from 2ll socurces
remains small and occurs only when traffic has been light over

the entire net for several cycles.

Information Update

Information update occurs each big tick or halfl second
time-out. Betwecen each time-out, a node receives new excess
capacity values from each of its neighbors. Two primary functions
are performed: recalculation of the excess capacity and best
routc to each destination, and smoothing of scheduled trafiic
values as a function of actual traffic. Several minor adjustments
also occur for the purpose of fairness, shifting traffic to the

best route, and allowing unscheduled traffic to start.
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shortest. Since the most likely rezson for line cxcess capacity
to deercase 1s the growing usc of the line rather than congestion,
the best route should probazbly stay the same for awhile. hivd,

and most Important, because nodes corform thelr time-out caliculati

synchrenously, several cycies roeur before all adjacent nodes
rellect a correcct gradient <o th stination. If a change in

the best route were to occur imw .. ately following a reduction in

excess capacity, a spur or line in the wrong direction might be

chosen as the "best" route. Note thzt an immedlate shift may

o

happen 1

o)

another line is simply belter. Yor these reasons, the
algorithin incorporates a mechanism czlled hold-down. When the
excess capacity on the best route decresses, the best line must

. :

not change and the excess value must not increase for two additionsl
cycles. During this time, however, the excess capacity value
may further decreasce, resetiing the hold-down counter to two

more cycles. As an example, in a simulated network with four

=

alternate raths to the samz destinotion, the algorithm allcwcd

maximum traflfic to bulld up on the ghortest route before shiftirg

Lo an alternate.

Smoothing of scheduled S»affic with respect Lo actual tvafiic
occurs smoothly and insures that scneduled trafllic
if used. If actual traffic (4) on a given line to a given
destination 1s greater thaer the corresponding scheduled tralflic (&),
remains conestant., If A is elither zero or less than

S by some amount, S is replzced by 7/2S + 1/84., (The simulation

u
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requires this difference between A and S to be greater than 9,
vhere and S have maximum values of 255 decimal.) If none of
the above, that is A and S zre close in value, S is replaced by
S-1. These conditions slowly decrease unused scheduled traffic

over the network.

Fairness also cauces a reducticn in scheduled traffic. When
the sum of scheduled traffic on any line is greater than the capracicy
of the line less one packcet, the scheduled traffic of the largest

r (destination) is reduced by an amount sufficient to bring

the sum down to the limit. On a full line, falirness opens a small

-8
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amount of scheduled trafiic to competition from other destinations.

On a non-full line, falrness has no effcct.

A further correction tends to switch traffic onto the best
line for a glven destination. If the excess capacity for that
destination ic greatery than twe packets and the scheduled trzflic
over the node did not increusc by the maximum allowed durinz the
last cycle, a packet of scheduled t{raffic 1s switched to ths best
route from some other line, if any exists. This bect route
correction concentrates traffic on the best line to each desztination

when traffic 1s in steady state or decreasing.

2

Finally, information update attempts to increase the unzcheduled
start-up allowance at the node. Discussed earlier, this value may
inc..ease by one only if the exccss capacity for all destinziions
is large (225 kilobits), and in any case can be no greater than 10
decimal. This "rubber band" value allowe more traific to sitart

in an empty net. Just before exiting

(s3]

information update ssis

all actvnal traffic to zero, and resets the counter that alloss an

increase In schedulcod Lrariic.
1171. THE SIMULATIOH

To test the algorithm, a simulatlon has been writtern, Z=bugged
and run on the PDP-1 computer. Actual and scheduled trafii-
and excess capacity are stored as eight bit valuves scaled to 50
kiloblts. The simulation provides the option of printing numerous
system characteristics such as: throughput achieved by each source,
total throughput, hop counts, the information base, number of
retransmissions. Simulation 1s generally a non-exact version
of the real case; the routing simuletion is limitled 1in the Tollowing

ways, nolt necessarily listed in the order of importance.

1. Available core space limits the number of nodes fto six

.
N
o

a simulated network.

2. Simulated lines ncver breal; geometiry does not change

dynamically

~Q-




3. Simulated lines are all the same speed (50 kilobits). At
some point, the real network will probably contain both

faster and slower lines.
4, A1l simulated messages are the same length, one packet.

5. Simulated acknowledgments take no time to return and are

never lost.

6. In the real world, traffic from a source host will be scheduled,
or metered, similarly te traffic from within the net. Avail-
able core did not permit implementation of this fealure in
the simulation. As a result, certain geometries which give
an unmetered source an advantage cannot be adequately tested.

An obvious example is a straight line network, where a source
close to a destination can grab more line capacity than those

further away.

7. The simulation generates steady state traffic rather than dynam-

8. Ir the simulation, nodes perform information update in a ranaomn
but synchronous manner, thatv 1s, all at once before routing
decisions continue. In the rcal network, informaticn update

wlll be asynchronous.
9. The simuletion operates independently of the IFP scoftwarec.
IV, CONCLUSIONS

Varied and repeated runs of the simulator indicate that the
routing algorithm works well and does indeed maximize bandwidth
and provide a rather steady state over time. At this point the
limitations on the simulation itself suggest the most significant
unknowns. As a next step the algorithm should be implemented in

a test network and modified as necessary under real conditions.,

~70--
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